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COMPUTERS

1-1890 Automated pu
machine (H Hollerith) used

census; Hollerith's firm merges with
others, becoming IBM in 1924

THE EMERGING AGE OF
INFORMATION TECHNOLOGY
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tics of signal processing -

plography, telecommunications,
image processing, spoken-language fechnologies

3-1946 Monte Carlo computational estimation method
(S Ulom, J von Neumann)

COMPONENTS

1-1947 Transistor (J Bardeen, W Brattain, W Shockley, Bell
Labs ) - enables compad, solid-state computer circuitry to
replace huge arrays of vacuum tubes

2 - late 405 Core memory (J Forrester, MIT)
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Paul Baran Doug Englebart  JR Licklider Alan Shugort Vincent Cerf Charles Simonfi Seymour Croy Tim Berners-Lee Leonard Adelman
5-1950 Standords Eastern/Western Automatic Computers 14 - 19605 ~> Time-shared systems R&D: virtual memory, 18- 1973 Prototype with mouse, GUI desktop, Ethernet 24 -1981 (BM PC, with Microsoft disk operating system 34- 1992 Multiprocessor Cray (90 hits 1 trillion flops 39-2000 ASCIWhite (IBM SP Power3) at LLNL achieves 7.22
(SEAC, SWAC), electronic stored-program machines, built sharable software, “fuzzy logic," spreadsheet prototype, (Xerox P, 25 -1981 Xerox 8010 Star. “Desktop” GUI, mouse 35- 1994 First "Beowulf" cluster (D Becker, T Sterling,) teraflops
for DaD (National Bureau of Standards) word-processing, MULTICS OS (IR Licklider, others) 19- 1976 Croy-1 vector machine (133 Milops) to LLNL 26 -1982 Silicon Graphics Inc (SGI). Specializes in RISC 36 - 1994 DNA computing demanstrated (Adelman, USC) 40-2001 NSF Lemieux (Compag) ot Pitishurgh

6 - 1951 Eledronic Discrete Variable Automatic Calculator
(EDVAC), stored-program unit (ENIAC team, J von
Neumonn) for Army ballistics calculations

7-1951 Whirlwind computer (MIT) for flight simulation.
Vedorscope graphics display; random-access, magnetic-

~ drum core memory

8-1951 Univac | (ENIAC developers, Remington Rand)
delivered to Cansus Bureau

9 - 1952 1BM 701 (Defense Calcwlator)

10 - 1952 MANIAC 1 built of LANL

11- 1954 IBM 650, for business use

12 - 1956 TX-0, first transistor-based computer (MIT)
13- 1956 LARC (Sperry-Rand) for atomic research

15-1964 (DC 6600 (S Cray, Control Data) begins
supercomputing era with its speed, architecture

16 - 1964 -> IBM 360 series business systems

17-1965 Idea for notebook computer (A Kay, MIT)

6-1960 COBOL “common business-oriented language”
(DoD). G Hopper is primary developer

7-1960s -> Artificial inelligence R&D (spurs cognitive
science, robofics, notural-longuage processing, odaptive
and infelligent systems, human-machine communication,
stientific visualization)

8-1963 Sketchpad graphics system (1 Sutherland, MIT)

9 - mid-60s NASTRAN structural design software

10- 1969 Unix 05 (D Ritchie, K Thompson, Bell Labs)

20 - 1976 Apple | sells as a kit

21 - 1977 Apple Computer Co (S Jobs, S Wozniak). Apple Il
with color grophics in stores

22 - 1977 Microsaft Corp (P Allen, B Gates)

23 - lnte 705 -> Rise of personal computer: MITS Altair,
Rodio Shack TRS-80, Commodore PET and -64, Digital
Research CP/M, others
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4-1951 A-O compiler translates machine languoge into
higher-order code (Grace M. Hopper) )

5-1958 Formula Translation (Fortran), first high-level
programming language (John Backus, IBM)

3-1954 Microwove Amplification by Stimulated Emission'of
Radiation (MASER) (C Townes, Columbia)
4-1956 Mognetic hard disk technology (IBM)

51958 Integroted drcit () Kilby, Texas Instroments, and R ; :

Noyte with G Moore, Fuirchild Semiconductor)

- 1957 ->> Semi-Automatic Ground Environment (SAGE
First large-scale IT communications network. Whirlwind
platforms linked to remote radars in North American
Air Defense System. Innovations: modems, digital
phone-line transmission, system duplexing, software for
real-fime operations; cathode-ray tube (CRT) screen
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6-1963

Moore, Fairchild)
m Access Memory (DRAM)
od-write drive (A Shugart, IBM)

11- 1970 Relational database concept (E Codd, IBM)
12 - 19705 - > Computational complexity R&D (machine

technologies for high-end graphics machines

27 -1982 SUN Microsystems (for Stanford University Network)
(Scatt McNealy, Bill Joy, others)

28 -1982 Cray X-MP, with multiprocessor architedure

29-1984 Apple Maclntosh.

30 - mid-80s -> PC clones: Compag, HP, Dell, etc.

31-1985 NSF university supercomputing centers

32-1985 First distributed-memory porallel platform (Intel).
Developed for ORNL

33-1988 Cray Y-MP installed ot NASA, LANL

37 - 1997 ASCI Red (Intel) delivered fo SNL
38 - 1997 Linux cluster supercomputer (Linux NetworX) to BNL

4

Supercomputing Center, fostest system for U.S, academic
research, attains 6 teraflops

-2002 -> NSF Distributed Terascale Facility inititive

P

states, olgorithms for structured programming, formal
verification, crypotography)
13 - 19705 - > Spoken-language R&D
14 - 19705 Visualization innovations; WYSIWYG (C Simanyi)
15 - 1972 C languoge (D Ritchie, Bell Labs)
16 - mid-70s Prototype relational dotoboses

181883 GNU (for GNU's Not Unix) projec E:nllmun, MIT)
promotes "open-source,” freely shored softwore

19-1985 Microsoft Windows 1.0

20 - mid-80s -> Software engineering metrics R&D

21 - late-80s -> Advanced discovery, data mining R&D

22- 1991 Linux OS (Linus Torvalds, Finnish student)

23 - 19905 - > Software for embedded systems

24 - 19905 -> Digital library technologies

25- 1990s -> Machine learning, intelligent systems R&D
26- 1993 Mosaic Web browser (U lllinois students)

27 - 1994 Java language (Bill Joy, Sun)

2B~ 1994 Netscape (Mosaic developers) free software

29 - 1995-> Globus software for grid computing

30- 1996 Google search engine (Page, Brin, Stanford)

ps world's first multi-site teroscale system
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32-

33-

-2000 -> Next-generation high-end systems and

opplications software for national priority missions
2001 -> Software security, reliobility, robustness, cost-

effectiveness; scientific principles for high-quality software

development

2002 == Middleware - software between applications and

0S that enables distributed computing and systems of
systems

17 - 1976-78 Public-key cryptogrophy techniques

12- 1971 Intel 4004, fistsingle-chip CPU
13 - 1975 -> R&Diin Very Lorge-Scale Integrafed (VLSI)

14-1980 Seogate ST-506, first 5.25" disk drive

15 -early 80s Redundant Arrays of Inexpensive Disks (RAID)
for high-volume data storage (UC-Berkeley)

16.-1984 CD-ROM (Phillips and Sony)

17 -1987 => SEMATECH partnership for US. chip-technology
leadership (Government ond IT industry)

18- early 905 Processorin memory (PIN) technology for

incresing supercomputing speeds
19- 19905 Field Programmable Gate Arroy (FPGA)
ology enabling system reconfiguration on the fly
20 - late 90s -> Quantum superconductor logic; optical,
hybrid, and nono- component technologies for
next-generation high-end processing, storage
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8-1983 U.S. networks adopt TCP/IP standard
9-1986 NSF takes over ARPAnet; networks link in Interngt
10-1986 Internet Domain Name System (DNS, such os .com,
.org, .edu) developed (P Mockapetris, USC)
11-1989 World Wide Web (T Berners-Lee, [CERN]); concepts
include URL, HTML, and HTTP

12 - early 90s -> Optical swilches, routers, multiplexing

13 - early 90s Asynchronous transfer mode (ATM)

14 - 1992 First multicast backbone (Mbone) audio/video

15 - 1994 -> IPv6 design for billions of Net addresses

16 - mid-90's Grid computing concepls

17 - 1995 LDAP network directory protocol (U Michigan)

18- 1999 First end-to-end all-optical network. Transmission
speeds above 1 gigibit p/s (NGI)

19 - 1999 -> Hardware ond software technologies for real-

time, multimedia collaboration across networks
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- 2001 -> Revolutionary concepts for system orchifectures

to increase speeds, portability, and scalability of
supercomputing plotforms
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-2001 -> R&D in next-generation optical technologies,

security, privacy, survivability, hybrid and wireless
networking
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Networking and Information Technology Research and Development

The graphic timeline at left (please fold
out front cover) provides an overview of
the role of Federally funded research in
the history of information technologies in
the United States. The timeline’s aim is
to show the developing outlines of the
digital revolution and some societal
indicators of technological
transformation. It is not intended to be
comprehensive.

Four information technology areas are
highlighted by color (computers, software,
components, and networks). Numbered
descriptions of developments in each IT
area, by decade, run across the top, with
Federally funded activities in yellow. Below,
corresponding timelines for each area show
the sequence of these developments.
Arrows indicate impact milestones.
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F About the National Science and Technology Council

The National Science and Technology Council (NSTC) was established by Executive Order on November
23, 1993. This Cabinet-level council is the principal means for the President to coordinate science, space,
and technology policies across the Federal government. NSTC acts as a "virtual agency" for science and
technology to coordinate the diverse parts of the Federal research and development enterprise. The
NSTC is chaired by the President. Membership consists of the Vice President, Assistant to the President
for Science and Technology, Cabinet Secretaries, agency heads with significant science and technology
responsibilities, and other White House officials.

The NSTC Web site is: www.nstc.gov. To obtain additional information regarding the NSTC, please
contact the NSTC Executive Secretariat at (202) 456-6100.

F About the Office of Science and Technology Policy

The Office of Science and Technology Policy (OSTP) was established by the National Science and
Technology Policy, Organization, and Priorities Act of 1976. OSTP's responsibilities include advising the
President in policy formulation and budget development on all questions in which science and technology
are important elements; articulating the President's science and technology policies and programs; and
fostering strong partnerships among Federal, state, and local governments, and the scientific communities in
industry and academe. The Assistant to the President for Science and Technology serves as the Director
of the OSTP and directs the NSTC on behalf of the President.

The OSTP Web site is: www.ostp.gov. For additional information about OSTP, please call (202) 456-7116.

F Cover and Book Design

The cover, book design, historical timeline, and selected illustrations for this report are the work of James |.
Caras of NSF's Design and Publishing Division. The cover illustration suggests the 21st century digital world
and its metaphoric and scientific connections with the fundamental elements of earth, wind, fire and water.

F Copyright Information

This is a work of the U.S. Government and is in the public domain. It may be freely distributed and copied,
but it is requested that the National Coordination Office for Information Technology Research and
Development (NCO/IT R&D) be acknowledged. Requests to use any images must be made to the
provider identified in the image credits, or to the NCO if no provider is identified.
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INVISIBLE WORLDS: In NSF’s Bugscope Project (http://bugscope.beckman.uiuc.edu),
state-of-the-art scanning electron microscopy enables grade-school students to examine
nature’s extraordinary complexity. This high-definition digital image made

for the program by scientist Scott J. Robinson reveals the intricacy in

a tiny part of one elegant winged creature. For details, see page 50.
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EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF SCIEMNCE AND TECHNOLOGY POLICY
WASHING 1UN, D.C. 20502

Auguat 29, 2H3

MEMBERS OF COMNGRESS:

1 am pleased to forward with this letter the annwal report on the multiagency Networking and
Information Technology Research and Development (NITRD) Program. This Supplement Lo the
resident’s Budget for Fiscal Year 2004 desenibes advanced networking and information
lechnologies developed through Federal NITRD investments. These investmenls conlinue (o
foster an unmivalled ULS. capacily [or innovalion—the Nation's most vital resource for national
security, economic development, and continuous improvements in living slandards for all
AmeTicans.

The broad-based impacts of the NITRD Program cited in this document represent achicvemenls
not only of the NITRD rescuarch communily, bul also ol other Federal programs, public-private
parinerships, and the privale sector. The I'Y 2(64 Supplement focuses on the outcomes of
Federal NITRL research, organized around the Program’s coninbulions (o [oundations [or
national security, scientilic leadership, research, learning, and the 217 century socicty. The
report places Federal NITRD research in ils coniex) as a strategic national resource that provides
the essential technological underpinnings for far-reaching immovalions thal will mfluenee the
Nation's development in the years Lo come.

Sincerely,

John 1. Marburger, [11
Dnreclor
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HUMIDITY, NOT CLOUDS: Visualizations of computed specific humidity from a high-
resolution run of the general circulation model (GCM), which simulates global
atmospheric dynamics. The GCM is a joint effort of NASA and the NSF-supported
National Center for Atmospheric Research. GCM data play a central role in climate
research and weather prediction. Technical details on page 50.
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THE SHAPES OF FIRE: Images from simulations of a spreading heptane-pool fire show
3-D dynamics of fire temperatures (darker areas hottest). Generated from data by the
Center for the Simulation of Accidental Fires and Explosions (C-SAFE), part of
DOE/NNSA’s Advanced Simulation and Computing (ASCI) program. C-SAFE’s aim is to
use high-end modeling techniques to improve understanding of fire and explosive
processes to aid emergency planning and response activities. Details on page 50.
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INTRODUCTION

he American imagination, challenged to invent
new technologies to meet vital national needs,

launched and powered a digital revolution that
ultimately swept around the globe. Today U.S.
ingenuity is extending advances in computing,
networking, software, and information management
technologies to a vast array of new applications and
devices that are shaping national defense and national
security capabilities, driving rising economic
productivity, supporting leading-edge scientific and
medical research, and adding powerful new dimensions
to the ways citizens work, learn, communicate, and
interact with government.

The Federal agencies whose fundamental information
technology (IT) research is described in this document
sponsored many of the scientific breakthroughs that
set the foundations for the information age (see
timeline on front-cover foldout). Working
collaboratively in the multiagency Federal Networking
and Information Technology Research and
Development (NITRD) Program, these agencies
continue to foster an unrivalled U.S. capacity for
innovation — the Nation’s most vital resource for
national security, economic development, and
continuous improvements in living standards for all
Americans.

This Supplement to the President's Budget for Fiscal
Year (FY) 2004 summarizes the NITRD agencies'
coordinated research activities and FY 2004 plans, as

““ The role of government is not to create wealth. The role of our government is
to create an environment in which the entrepreneur can flourish, in which minds

can expand, in which technologies can reach new frontiers. ”’

— President George WV. Bush

required by the High-Performance Computing Act of
[991. The FY 2004 Supplement, also known as the Blue
Book, focuses in particular on the critical role of
fundamental IT research in providing advanced
foundations for innovation in every dimension of the
national interest.

Networking and computing technologies are often
called “enabling” technologies because their utility — and
broader significance — are realized in the human
advances and capabilities they make possible. It is these
advances that are the focus of the report's main sections
- Foundations for National Security, Foundations for
Scientific Leadership, Foundations for Research and
Learning, and Foundations for 21st Century Society. The
broad-based impacts of the NITRD Program cited in this
document represent achievements not only of the
NITRD research community, but also of other Federal
programs, public-private partnerships, and the private
sector. The FY 2004 Blue Book places Federal NITRD
research in its context as a strategic national resource,
which provides the essential technological underpinning
for far-reaching innovations that will influence the
Nation’s development over the course of the 21st
century.

For an overview of the NITRD Program, please see
pages 2 and 3. Additional details about the NITRD
agencies’ specific research interests, proposed research
activities for FY 2004, and NITRD Program budgets are
presented on pages 35-41.
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The NITRD Agencies

THE NITRD PROGRAM: E PLURIBUS UNUM

Agency for Healthcare Research and Quality
(AHRQ)

Defense Advanced Research Projects Agency
(DARPA)

Defense Information Systems Agency
(DISA)

Department of Defense, Office of the Director,
Defense Research & Engineering
(ODDR&E)

Department of Energy
National Nuclear Security Administration
(DOE/NNSA)

Department of Energy
Office of Science
(DOE/SC)

Environmental Protection Agency
(EPA)

National Aeronautics and
Space Administration
(NASA)

National Institutes of Health
(NIH)

National Institute of
Standards and Technology

(NIST)
National Oceanic and
Atmospheric Administration

(NOAA)

National Security Agency
(NSA)

National Science Foundation

(NSF)

hartered by Congress under the High-Performance
Computing Act of 1991 (P.L. 102-194) and the Next

Generation Internet Act of 1998 (P.L. 105-305), the
NITRD Program is the collaborative framework of Federal
agencies that conduct fundamental R&D in advanced networks,
computing systems, software, and information-management
technologies, as well as in the socioeconomic and workforce
implications of these new technologies. One of the few formal
interagency enterprises in the Federal government, the
successful NITRD effort enables the major IT research agencies
to coordinate their plans and activities to leverage strengths,
avoid duplication, and increase the interoperability of research
accomplishments to maximize the utility of Federal R&D
investments.

The NITRD agencies’ balanced, diversified portfolio of R&D
efforts across Federal laboratories, universities, research
institutions, and partnerships with industry helps meet critical
Federal requirements for leading-edge IT capabilities, which are
rarely available in the commercial marketplace. The multiagency
push toward highest-performance and next-generation
technologies yields not only advances for national defense,
national security, and scientific research but broader
applications that directly contribute to overall U.S. preeminence
in the sciences, in engineering, and in advanced industrial
technologies.

Flow of results to private sector

The Federal emphasis on long-range IT progress
complements the private sector's necessary competitive focus
on short-term research and rapid product development. [T
industry leaders point out that NITRD activities serve the
essential purpose of filling the American research pipeline with
revolutionary ideas and technological concepts that can be
turned downstream into new generations of commercial
innovations. Moreover, NITRD research dollars constitute the
principal source of support for the advanced education and
training of the Nation’s leading T researchers, entrepreneurs,
inventors, and technical professionals.

The flow of ideas from Federal R&D into the larger economy
is cited by the President’'s Council of Advisors on Science and
Technology (PCAST) in a 2002 study assessing the role of
Federally funded research. The PCAST notes that “activities
emanating from R&D investments that produced new
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PCA R&D Structure

economic growth have never been higher, including increasing
numbers of patents and discovery disclosures.” Fully 40
percent of all patents, the PCAST reports, cite Federal research
as their source even though Federal R&D constitutes only 30
percent of total U.S. R&D investment.

FY 2004 Administration R&D priority

The President's Budget for FY 2004 highlights the strategic
national significance of Federal R&D, proposing a record $123
billion for R&D activities over all, up 7 percent from FY 2003.
The NITRD Program is a top Administration R&D priority that
is critical to achieving the President’s goals of winning the war
on terrorism, protecting the homeland, and strengthening the
U.S. economy. The FY 2004 plan provides $2,147 million for
the NITRD Program, a $171 million increase over the FY 2003
appropriations of $1,976 million. For more information on the
NITRD agencies’ research plans for FY 2004, please see pages
36-39. Details of the NITRD budget appear on page 39.

Coordinated management

NITRD activities are coordinated by an Interagency Working
Group (IWG) of the Committee on Technology, National
Science and Technology Council (NSTC). The IWG members
include representatives from each of the participating agencies
and from OSTP, NSTC, the Office of Management and Budget
(OMB), and the National Coordination Office (NCO) for IT
R&D. The IWG is co-chaired by one agency representative
(currently NSF's Assistant Director for the Computer and
Information Science and Engineering Directorate) and the
Director of the NCO. Participating agencies, working with
OMB and the Congress, fund their NITRD research through
standard agency budgeting processes and appropriations
measures that are signed into law by the President.

The NCO provides overall support for the NITRD Program,
including extensive technical and administrative activities on
behalf of the IWG and planning, budget, and assessment
activities for the Program. The NCO also supports the
President’s Information Technology Advisory Committee
(PITAC), a private-sector panel appointed by the President to
provide independent reviews and guidance on IT research and
development questions.

Copies of NCO publications, including this report, information about NITRD
activities, and links to participating agency and related Web sites can be found at:
http:/fwww.nitrd.gov/

The collaborative research agenda of the NITRD agencies is
carried out in Program Component Areas (PCAs), which focus
on particular aspects of fundamental, long-term research in
computing and networking technologies. In each PCA, a
Coordinating Group made up of agency program managers in
the relevant research fields meets monthly to exchange
information and support multiagency activities in their areas.

The PCAs and their major research interests are:

* High End Computing (HEC) has two PCAs - Infrastructure
& Applications (I&A) and R&D - which together include
advances in hardware, software, architecture, and application
systems; advanced concepts in quantum, biological, and optical
computing; algorithms for modeling and simulation of complex
physical, chemical, and biological systems and processes; and
information-intensive science and engineering applications.

* Human Computer Interaction & Information Management
(HCI & IM) — R&D in advanced technologies that expand
modes and methods of human-computer interaction, improve
human ability to manage and make use of information
resources, and enable preservation and utility of electronic
information archives

* Large Scale Networking (LSN) - R&D in wireless, optical,
and mobile communications; networking software for
distributed applications and for information dissemination;
measuring, modeling, and scaling the Intemet; improving end-
to-end performance; and testbeds and R&D infrastructure.
LSN also fields three special teams: Joint Engineering Team
(JET), Middleware and Grid Infrastructure Coordination
(MAGIC), and Networking Research Team (NRT).

* Software Design and Productivity (SDP) — R&D to
improve software development and software quality, including
understanding the trade-offs between cost and quality;
software engineering of complex systems; end-user
programming (such as domain-specific languages and
programming by example); component-based software
development; embedded and autonomous software;
middleware for distributed systems

* High Confidence Software and Systems (HCSS) — R&D in
critical technologies needed to enable computer systems to
achieve high levels of availability, reliability, safety, security,
survivability, protection and restorability of information services

* Social, Economic, and Workforce Implications of IT and IT
Workforce Development (SEW) — Multidisciplinary R&D in
complex interactions of information technologies with people
and society, such as [T impacts on organizations, economic
markets, and communications processes; privacy and
intellectual property rights; and participation in digital society
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1 3 4 5 6

Foundations for
NATIONAL SECURITY TECHNOLOGIES AT WORK ON THE FRONT LINE

fundamental advances in the digital technologies

powering vital national defense, national security, and
homeland security capabilities — from precision command-and-
control, communications, and weapons systems, to advanced
systems for intelligence gathering and analysis, to technologies
and tools for detecting and preventing terrorist attacks on U.S.
soil and increasing security for all Americans. The NITRD
agencies’ expertise is also aiding Administration efforts to
coordinate and mobilize Federal technological resources in
support of Department of Homeland Security (DHS)
applications.

High-priority NITRD research plans for FY 2004 continue to
focus on strengthening the overall security, reliability, and
robustness of critical U.S. networks, high-end computing
systems, and digital infrastructures. This work includes
development of “trust” technologies for broadband, optical,
wireless, and other ad hoc networks; cost-effective methods for
designing highly reliable software; and new science and
engineering approaches to achieve unprecedented dependability
and security — called “high confidence” - in complex systems
and software. Other efforts focus on advanced computational
capabilities, such as data mining and language translation, for
national security applications. Working with NSTC, the NITRD
agencies are also developing a comprehensive plan to guide
federal investments in high-end computing to meet critical
mission needs ranging from national security and defense to
basic science.

—|— he NITRD Program is the principal source of

Advanced battlefield capabilities

Applications of NITRD research have been and continue to
be deployed on many fronts in the war on terrorism. In Iraqg,
the unprecedented ensemble of networked high-performance
communications, reconnaissance, distributed information
management, and precision-guided munitions systems
supporting U.S. battlefield operations led Business Week to term

. the conflict the world's first “digital war.” Among the new
capabilities were DARPA's Phraselator language-translation
devices and translingual information detection, extraction, and
summarization (TIDES) software for intelligence analysis.

The unmanned aerial vehicle (UAV), one of the “advanced
concept” capabilities to play a prominent role in Irag, has
achieved a high level of sophistication that reflects NITRD
technological advances in hardware and software components,
including remote-sensing, telemetry, and secure wireless

a networking technologies for remote command and control.

a) U.S. Army Blackhawk helicopter over southern Iraq during Operation Iraqi
Freedom. Research on methods and tools for enhancing battlespace visualization
for decision making in mobile units and multi-display command-and-control
centers is a focus of ODDR&E’s Multidisciplinary University Research Initiative.
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TR

These airborne systems, being deployed by several services in a
range of sizes and equipped for varying tasks, provide versatile
platforms for wide-area, persistent (many hours at a time), and
multimodal (many kinds of sensing and scanning devices)
reconnaissance and attack without putting soldiers at risk.

Sensor technologies for hazard detection

The NITRD agencies’ research in robotics and in the
miniaturization, communications capabilities, and integration of
digital components with micro-electromechanical systems
(MEMS) such as sensors, actuators, and signal processors
enables advanced remote-sensing and networked embedded
systems not only for military applications but also for space
exploration and scientific research. In the war on terrorism,
these technologies are also being applied in small, low-cost

b) U.S. Air Force Predator unmanned aerial vehicle €) Navigator on a B-52 “Superfortress™ checks flight details with ground
(UAV) receives ground check before mission. control on wireless computer communications system.
¢) Precision-guided Tomahawk cruise missile is fired f) NASA March 25, 2003, satellite image of Irag shows severe dust storms

from U.S.S. Winston Churchill in eastern Mediterranean. (orange streaks). Computer weather models developed by Johns Hopkins
d) Air Force officers at coalition operations center in University and the University of Colorado also helped coalition forces
Qatar coordinate multinational mission information. anticipate dust conditions.
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devices for detecting and
identifying biological
pathogens, chemical and
radiation hazards, and
explosive materials.

SnifferSTAR, the result
of a DOE/SC-Lockheed
Martin Corporation
partnership, is a half-ounce
unit designed to ride on
UAVs to detect nerve
gases and blister agents.
Operating on half a watt
of power, it consists of a butter-pat-sized sensor
platform on top of a microprocessor board. The
airstream is sampled every 20 seconds by the sensors,
which register the mass of airborne particles as
electronic frequencies and send the signals to the
processor; the digital data are transmitted to the UAV
or to a ground link, where they are immediately
compared against a library of data patterns for many
dangerous gases. Other new sensor technologies
include inexpensive microarrays of DNA sensors on a
chip that can detect multiple pathogens, such as
anthrax and smallpox; acoustic sensors that use sound
waves to determine the chemical composition of
materials in closed containers; and handheld radiation
detectors, now commercially produced and deployed
in homeland security activities.

Networks of tiny devices

NITRD advances in software and networking now
also make it possible to federate microsensor arrays in
ad hoc wireless networks, with potential not only for
battlefield reconnaissance but for industrial, health, and
environmental monitoring. “Smart dust,” a DARPA
project in sensor miniaturization, incorporates these
new capabilities as a result of work funded by DARPA
and NSF at the University of California at Berkeley and
a partnership with the Intel Corporation. Researchers
re-engineered a sensor prototype to turn it into a
modular, component-based computing platform with a
processor, sensor, radio, and power distribution
system. Because the operating system — TinyOS - and
database — TinyDB - are open source software, and
Intel is sharing wireless networking technology,
developers in many domains are now working on
commercial applications.

a) “Sniffer Star,” a butter-pat-size sensor, samples air for toxic
agents and relays findings via wireless system to be checked
against digital archive of known toxic gases.

DOE/SC, NOAA, and corporate partners are linking
sensor and mass spectrometry technologies, wireless
and wired networking, meteorological instruments,
remote telemetry, and computer modeling in a
prototype SensorNet, a nationwide system for real-time
detection and assessment of chemical, biological,
radiological, and nuclear threats. The goal of this effort is
to provide immediate, scientifically accurate information
to first responders about the nature, severity, and likely
dispersion of such agents in the environment. This work
complements fundamental investigations by NIH and
NSF aimed at developing new methods both to prevent
biological and chemical agents from causing harm and to
mitigate the severity of contamination incidents.

Assuring technology quality

As the primary measurement and standards laboratory
for the United States, NIST conducts research in ultra-
precision sensors and works closely with other Federal
agencies and industry to develop standards that ensure
the accuracy of measurements made by new hazard-
detection technologies. A NIST initiative with the
Federal Aviation Administration, for example, is using
mass spectrometry — a powerful laboratory method
supported by [T that identifies a substance’s unique
chemical fingerprint — to assess the effectiveness of
walk-through explosive detectors. Developed with EPA
and NIH, NIST's digital library of mass spectral prints for
140,000 chemical compounds is included as the
standard reference guide with most mass spectrometers
sold today.

Help for first responders

With funding from the National Institute of Justice,
NIST is working with the public safety community to
standardize techniques and protocols in wireless
telecommunications and [T applications for emergency
response networks. NIST is also developing Web-based
technologies for integrating sensors, real-time video,
“smart tags,” and embedded microprocessor devices in a
next-generation distributed information-gathering and
interactive communications system for field deployment
by first responders.

Powerful tools for emergency planning

Today, computational modeling, simulation, and
visualization capabilities pioneered in NITRD research
are helping emergency planners, first responders, public-
health officials, and building engineers better understand
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and prepare for the complex impacts of catastrophic
events. Some examples:

* DOE/SC researchers have developed high-
resolution structural dynamics models to simulate the
effects of bomb blasts on buildings and other structures.
The simulations, which require very high-performance
computing capabilities, can be used to evaluate
structural vulnerabilities and assist in development of
blast-resistant architectural designs and retrofits for
existing structures.

* A NIST-developed
computational model, the
Fire Dynamic Simulator, and
related software called
SmokeView are enabling
investigators of the World
Trade Center disaster to
study how building
geometry, fuel distribution,
and wind conditions interacted with the smoke and fires
within and outside the towers. In conjunction with its
ongoing evaluation of building materials in collaboration
with industry, NIST is also preparing a technical
assistance package including software tools to help
building owners, contractors, designers, and emergency
personnel consider how building attributes would factor
in a crisis.

* TRANSIMS
(Transportation Analysis
and Simulation System) —
developed for the
Department of Transpor-
tation by scientists at the
National Infrastructure
Simulation and Analysis
Center (transferred from
DOE/SC to DHS) - is a high-end software tool that can
integrate tens of millions of interacting variables to
represent transportation and traffic flows across an
entire urban area over time, from the level of a single
pedestrian and traffic light to the aggregate. Designed to
provide metropolitan planners with a highly accurate,
comprehensive picture of traffic impacts, congestion,
and air quality, the tool now is helping emergency
planners analyze the effects of disruption on complex
urban infrastructures to improve disaster preparedness.
IBM Business Consulting Services has licensed
TRANSIMS and is working with state and local officials
to integrate the tool into their analyses.

b) EPA used computational fluid dynamics simulations after 9/11 to
help evaluate the spread of materials from the World Trade Center.
¢) TRANSIMS enables simulations incorporating millions of data

points from disaggregated variables, such as pedestrians, vehicles,
mass transport, traffic signals, and road characteristics.

* A derivative tool,
EpiSIMS (Epidemiological
Simulation System),
couples models of disease
transmission with
i population-mobility data so
2 JWTIEEEE that planners can test the
efficacy of various public-

health response strategies.

NITRD guidance for improving cybersecurity

The NITRD agencies are key contributors to Federal
efforts in partnership with the private sector to
improve the security of existing networks and
computing installations. Work by NIST, NSA, and
other DoD agencies underlies the set of “security
benchmarks” distributed nationwide in 2002 by the
Center for Internet Security, a voluntary consortium of
public and private organizations. These instructions and
software tools for enhancing security in today’s most
widely used operating systems and networking
technologies are termed “the gold standard” by the T
industry because they reflect public-private consensus
on best practices based on thorough evaluation and
testing. NIST and NSA jointly support the National
Information Assurance Partnership, an international
compact among countries that apply validated security
standards to assess commercial IT products.

NSF and NIST were authorized by the Cybersecurity
R&D Act of 2002 (P.L. 107-305) to take immediate
action to address critical national needs in this area.
NSF, chartered to take the lead in cybersecurity
research and education, has more than doubled its
research investment in fundamental security
technologies and is supporting training of cybersecurity
professionals. NSF plans are underway to expand
educational and capacity-building activities in this
critical area of workforce development. NIST's
responsibilities under the new law include assessing
national infrastructure vulnerabilities, fostering public-
private partnerships to advance security technologies
and standards, establishing postdoctoral cybersecurity
fellowships, and coordinating on the IT security
research agenda with NSF and other Federal agencies.

NITRD Program representatives participate in
NSTC's Critical Information Infrastructure Protection
Interagency Working Group, contributing research
perspectives and results from long-term NITRD R&D
for application in security-related technologies.

d) DOE/SC researchers worked with Portland, Oregon officials to
simulate the geographic spread (purple shows cases) of a smallpox
epidemic in the city, using the EpiSIMS model. Effects of various
interventions versus inaction were examined.
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HOW A CRICKET KNOWS

NASA computational scientists are examining the complex
neural signaling systems of crickets to learn more about the
information-processing capabilities of their nerve cells” three-
dimensional branching, tree-like circuitry. In such biological
systems for generating and transmitting signals, they hope to
find revolutionary new models for tiny computing and other
electronic devices.
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n the Nation's science and engineering research

laboratories, high-performance computing,

networking, software, and information
management capabilities enabled by NITRD work
are not only accelerating the pace of discovery but
transforming the scientific enterprise, from the way
individual scientists work to the relationships
among the disciplines. Across the physical and
biological sciences, at every scale from the vast to
the minute, explorations of the structures,
properties, and processes of life and of inanimate
matter now converge in the high-end virtual
laboratory environment made possible by ongoing
NITRD advances.

Fundamental breakthroughs in component
technologies, system and storage architectures,
systems software, and scientific programming
environments provide the U.S. scientific community
with the world’s most extensive and diversified
array of high-end computing capabilities for cutting-
edge research. NITRD research and engineering in
broadband, optical, and wireless networking
technologies provides U.S. researchers with access
to high-speed research networks. Moreover,
NITRD researchers’ invention of grid computing
and the Globus Toolkit™ of open-source grid
software expands the versatility of this high-end
connectivity, making possible networked
integration and sharing of state-of-the-art
instrumentation, data storage, and computing
resources.

NITRD advances in high-performance hardware
and software tools equip scientists with new ways
to perform experiments and manage and work
with massive data sets. The NITRD focus on digital
library technologies, information management,
foundational information archives, and new forms
of human-computer interaction provide the
research and education sectors with
unprecedented resources for investigation and
learning.

From this growing suite of IT capabilities — almost
unimaginable just a decade ago - new modes of
21st century inquiry are rapidly taking shape.
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eyond the technologies that make high-

performance computing and networking possible,

no NITRD advances are more profoundly
influencing scientific research and industrial innovation
than computational modeling, simulation, and
visualization. Modeling and simulation enable
investigators to examine and experiment with very
complex phenomena - such as the chemistry and
kinetics of fire, or the mechanisms of viral infection —
that exist far outside the boundaries of human vision.
These phenomena can be infinitesimal (interactions of
atomic particles), hazardous (biotoxins, radiation),
multidimensional (combustion, neural signaling systems,
air-traffic control), vast (the structures of galaxies), or a
combination of factors at many scales (influences on
global climate, stress factors in ship design).

Hard to perceive, such aspects of the physical world
are even more difficult to explain because they typically
represent the interplay of large numbers of disparate
processes. Even if we understand individual processes,
we cannot easily predict the results of their interactions.
With high-performance modeling and simulation
techniques, researchers can for the first time create
“likenesses,” or simulations, of enormously complicated
and dynamic realities — such as the development of
tornadoes — and make them visible in imagery.

Trillions of calculations per second

Computational models break a phenomenon under
study into very small pieces, each described by
mathematics. The model is the scientist's approximation
of how the physical process works as a whole. Very
powerful computing platforms then perform the
calculations — often many trillions of operations —
specified in the model. The resulting simulation also is an
approximation, but by comparing the results to
observational data, researchers can evaluate how closely
the model matches reality. If the data validate the model,
it can then be used to predict behavior for which no data
exist. Visualization software plays a key role, turning
simulation data into three- or four-dimensional renderings

of the results. In the case of tornadoes, for example, full-
color imagery can highlight such invisible factors as air
pressure and wind velocity, revealing relationships that
would not be apparent in raw data or photographs.

Because they make complex systems visible and
testable, modeling and simulation have become the
tools of choice for designing, evaluating, and managing
elaborate structures and systems, such as aircraft and
avionics, automobiles, buildings, manufacturing machinery
and processes, and power grids. Military planners use
simulations to assess large-scale, multidimensional staging
and battlefield scenarios with such variables as
personnel, weaponry, vehicles, portable infrastructure,
communications systems, and supply chains.

NITRD modeling applications

But developing modeling and simulation capabilities for
cutting-edge U.S. science and engineering remains one
of the most technically difficult challenges in advanced
computing. The more complex the phenomena to be
modeled, the more demanding the software
development issues. Current and FY 2004 NITRD
research continues its focus on the advanced
mathematical and computer-science underpinnings for
scientific modeling and simulation. Recent NITRD
achievements point to their increasingly critical role in
sustaining U.S. technological preeminence.

Scientists at the National Center for Atmospheric
Research (NCAR), with support from DOE/SC and NSF,
in 2002 produced a high-resolution millennium-length
global climate simulation. The |,500-year simulation was
generated using NCAR'’s Parallel Climate Model, which
dynamically couples the major components of Earth’s
climate system, such as atmosphere, oceans, land, and sea
ice. The simulation took 456 days to run on the IBM SP
supercomputer at DOE/SC's National Energy Research
Scientific Computing (NERSC) facility. Among the findings
was the discovery that the familiar climate mode of El
Nifio can change its activity substantially over the centuries,
even when not influenced by outside forcing. As a result,
the scientists cautioned that interpretations of changes in

f) In one of the largest molecular simulations yet achieved (106,000 atoms interacting over 5 million time steps), computational
biophysicists at the University of Illinois have discovered a key mechanism enabling proteins called aquaporins, which make up the
membranes surrounding cells, to transport large amounts of water — up to 250 liters daily in humans. For details, see page 51.

g) Visualization of scientific data begins with exacting mathematics. Cubes test curvature-based transfer functions in a synthetic
data set from a quartic polynomial implicit function, serving to debug/demonstrate correctness of convolution-based measurements
and show their effectiveness in a volume rendering context. Cube at right is Gaussian curvature.
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Stages of a supernova explosion over 50 d) University of California-Davis researchers are experimenting with new ways to
milliseconds: a) Initial implosion. b) In-falling gas visualize multidimensional data sets. Image renders isosurfaces, vorticity, and velocity
approaches the core, where neutrinos heat and of wakes. e) Image of F-16 flying at Mach .9 shows levels of stress on surfaces from
make the gas buoyant. c) Process causes enough highest (red) to lowest (blue). A University of Colorado researcher’s innovative model
convective energy transfer to create explosion. integrating fluid dynamics and structural stress data evaluates “flutter”” — a dangerous

12 vibration in high-speed flight — in aircraft designs.
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El Nifio need to be evaluated with caution, and that physical mechanisms
of these changes require further exploration.

The first 3-D simulations of the spectacular explosion marking the
death of a massive star, called a supernova, were achieved by DOE/SC
scientists in 2002. Such explosions, among the most violent events in
nature, unleash power that can briefly outshine a galaxy of 100 billion
stars. The work confirmed that the explosion process is critically
dependent on convection, the mixing of the matter surrounding the
iron core of the collapsing star. Understanding the nature of star
deaths is considered a key to explaining the expansion of the universe.
Supernova calculations are exceedingly computation-intensive because
many processes, involving all four fundamental forces of physics, must
be modeled for more than 100,000 time steps. Typical simulations
(a million particles) took three months on the IBM SP at NERSC.

The Numerical Propulsion System Simulation (NPSS) developed by
NASA scientists addresses one of the most costly and time-consuming
elements of modern aviation manufacturing - testing the design,
structure, and performance of jet engines. A first-of-its-kind tool for
modeling and analyzing jet propulsion systems in a single package,
NPSS can interact with and integrate externally generated data and
design tools, and it allows geographically distributed teams to
collaborate on simulations. This design advance was named one of the

top 100 R&D achievements of 2002 by R&D Magazine and received
the 2002 NorTech Innovation Award.

Researchers at the University of California-San Diego supported by
NIH and NSF have developed a modeling technique that applies
computational chemistry rather than “wet” laboratory methods to
assess how well potential medications will work. Drug molecules bind
to specific “receptor” proteins in the body, and pharmaceutical
designers try to figure out where on the protein that binding will best
occur. The computational model calculates the possible variations in a
protein’s shape and then tests the candidate drug’s binding ability with
all the variants, accounting for the molecular stretching and bending
that can affect binding but are not captured in static models. This high-
speed technique can be used with any drugs and proteins for which
three-dimensional structural information exists — accelerating the
search for alternatives to medications with severe side effects. Similar
methods are helping immunologists identify the chemical triggers of
immune response, a key step in the search for new vaccines.

A massively parallel structural dynamics software code named Salinas,
developed by DOE/NNSA researchers for simulating the responses of
structures to varying loads and stresses, earned a special 2002 Gordon
Bell Award, the supercomputing field's top honor. The software
supports the Federal nuclear stockpile stewardship program, which
uses high-end computational capabilities to ensure the safety, security,
and structural integrity of the Nation’s nuclear weapons.

f) The physics and chemistry of combustion, one of the most complex g) Acceleration of concentrated particle beams is a core technique
processes in nature, remain a major scientific challenge. DOE/SC in the search to understand the elemental forms and properties of
scientists have developed the first fully resolved 3-D simulation of matter. Simulation shows formation of a halo around a single
turbulent methane combustion (image at left), winning the 2003 particle, a sign of incorrect injection of beamline into cyclotron.

SIAM/ACM Prize in Computational Science and Engineering.




Never would | have dreamed in 1953

that my scientific life would encompass
the path from DNA's double helix to
the 3 billion steps of the human
genome. The completion of the Human
Genome Project is a truly momentous
occasion for every human being around
the globe.

James D. Watson, co-discoverer of the
structure of DNA, during DOE/NIH double
celebration in April 2003 marking the
discovery’s 50th anniversary and the
successful conclusion of the decoding effort
it made possible.
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he first great scientific triumph of this century —
the decoding of the human genome announced
in February 2001 — dramatically introduced the
new era of large-scale collaboration enabled by
computing and networking. VWhen DOE/SC and NIH
launched the Human Genome Project in 1990, the
most powerful computers were 100,000 times slower
than today's high-end machines, the private citizens
using networks could send data at only 9600 baud (bits
per second), and many geneticists did calculations by
hand. The challenge - figuring out how the genetic
instructions for life are organized in the four chemical
compounds that make up the biomolecule
deoxyribonucleic acid (DNA), called life’s blueprint —
was understood to be critical to the future of medical
science. But the work was expected to take decades.

Ultimately, the international decoding effort, in which
more than 1,000 scientists participated, became a
showcase for the central role of IT in advanced
research. The distributed teams of Human Genome
Project researchers each computed pieces of possible
chemical sequences and transmitted them over high-
speed networks to the project’s data repositories for
other scientists to examine and use. Researchers
devised new software tools that automated sequence
computations and analyses. In a sign of the enormous
[T-driven acceleration of the work, a June 2000
announcement of a “rough draft” of the genome noted
that more than 60 percent of the code had been
produced in the prior six months alone, at a rate of
1,000 bases (sequences of DNA's four nucleotides) per
second around the clock. The total raw sequence
calculations submitted numbered more than 22 billion.

Connecting people and resources

In every scientific domain today, investigating complex
phenomena requires a great many minds, multiple skills,
and state-of-the-art tools. Such research can be
staggeringly data-intensive, often involving unique
measurements generated by one-of-a-kind instruments.
Just one collision experiment in an advanced particle
accelerator, for example, produces millions of physics
“events” per second, amounting to 40 or more
terabytes of data all told, filling 8,000 high-cap