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EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF SCIENCE AND TECHNOLOGY POLICY

WASHINGTON, D.C. 20502

MEMBERS OF CONGRESS:

I am pleased to forward with this letter the annual report on the interagency Networking and
Information Technology Research and Development (NITRD) Program. This Supplement to the
President's Budget for Fiscal Year 2007 describes activities funded by Federal NITRD agencies
in advanced networking, high-end computing and information technologies. Innovations in
science and technology derived from NITRD investments contribute substantially to
strengthening the Nation's economy. Cyber security and information assurance research and
development in the NITRD Program are enhancing the future security of the Nation's

information infrastructure.

The President's 2007 Budget provides an increase of eight percent for the NITRD Program as a
whole, recognizing the important contribution of information technology research and
development to the Nation's competitiveness. I am particularly pleased to be able to draw
attention to the effect that the President's American Competitiveness Initiative (ACI) has had on
the NITRD Program. The 2007 Budget proposes an increase for NITRD-related funding

within the three agencies highlighted in the ACI (the National Science Foundation, the
Department of Energy's Office of Science, and the National Institute of Standards and
Technology) of 17 percent over 2006 levels.

Tools and capabilities that result from NITRD investments propel advances in nearly every area
of science and technology, and enhance the Nation's competitiveness. Agencies participating in
the NITRD Program actively coordinate both the planning and execution of their research
programs, avoiding duplication and making these programs more productive. This Budget
Supplement provides details of such interagency coordination for the NITRD Program.

I am pleased to provide you with this timely report.

Sincerely,

{— '\ A/ ‘7/\/4‘—{1‘4/‘%—\
John H. Marburger, 111
Director
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Executive Summary

This Supplement to the President’s Fiscal Y ear (FY) 2007 Budget provides atechnical summary of the budget
request for the Networking and Information Technology Research and Development (NITRD) Program, as
required by the High-Performance Computing Act of 1991 (P.L. 102-194) and the Next Generation I nternet
Research Act of 1998 (P.L. 105-305). The NITRD Program, now in its 15th year, represents the coordinated
efforts of many Federal agencies that support R& D in networking and information technology. The NITRD
enterpriseis an Administration interagency R& D budget priority for FY 2007.

The Supplement to the President’ s Budget for the NITRD Program describes current technical and coordination
activitiesand FY 2007 plans of the 12 Federal agenciesin the NITRD budget crosscut, as well as those of other
agencies that are not part of the formal crosscut but participate in NITRD activities. In the NITRD Program, the
term “agency” may refer to a department, a major departmental subdivision, or aresearch office or laboratory.
NITRD activities and plans are coordinated in eight Program Component Areas (PCAS): high-end computing
infrastructure and applications; high-end computing research and development; cyber security and information
assurance; human-computer interaction and information management; large-scale networking; high-confidence
software and systems; social, economic, and workforce implications of 1T and IT workforce devel opment; and
software design and productivity. Agency R& D program managers in each PCA meet monthly in an Interagency
Working Group (IWG) or Coordinating Group (CG) to exchange information and coordinate technical plans and
activities such as workshops and joint solicitations. Overall NITRD Program coordination is carried out by the
Subcommittee on Networking and Information Technology Research and Devel opment, under the aegis of the
Committee on Technology of the National Science and Technology Council (NSTC).

Changes within the NITRD Program that are highlighted in the FY 2007 Supplement include the chartering of the
High End Computing CG as an IWG, which reports to the NITRD Subcommittee, and the chartering of the Cyber
Security and Information Assurance (CSIA) IWG, which reports to both the NSTC's NITRD Subcommittee and
its Subcommittee on Infrastructure. This IWG succeeds the IWG on Critical Information Infrastructure Protection
(CIP), which had been chartered in August 2003 and reported to the Subcommittee on Infrastructure of the
NSTC's Committee on Homeland and National Security. Thisyear’s NITRD budget aso includes for the first
time reporting by the High Performance Computing Modernization Program Office (HPCMPO) in the Office of
the Secretary of Defense (OSD) and Department of Defense (DoD) Service research organizations.

The Administration’s recently announced American Competitiveness Initiative, which calls for a doubling over
10 years of the investment in several Federal agencies that support basic research in the physical sciences and
engineering, also contributes to the NITRD Program FY 2007 budget. NITRD agencies NSF, DOE/SC, and NIST
show budget increases that exceed the base percentage increase in the overall Program budget (for details, please
see the NITRD Program Budget Analysis beginning on page 21).

For each PCA, the NITRD Budget Supplement presents strategic priorities underlying the FY 2007 budget
reguest, highlights of the request, ongoing and anticipated interagency planning and coordination activities, and
additional technical activities, by agency. Agencies that are engaged in cited activities as funders, performers, in-
kind contributors, and participants in focused coordination activities are identified, with funders and performers
listed first and, following the word “with,” the in-kind contributors and participants. When applicable, lead
agencies are listed first. Some large-scale activities may be listed in more than one PCA because they involve
R&D effortsin avariety of technologies. In such cases, agencies report the portion of program funding in each
relevant PCA. Additional agency activities are reported with NITRD member agencies listed first, followed by
participating agencies.
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High End Computing (HEC) Infrastructure and Applications (1&A)

NITRD Agencies. NSF, OSD and DoD Serviceresearch organizations, NIH, DOE/SC, NASA, NIST,
DOE/NNSA, NOAA, EPA

HEC 1& A agencies coordinate Federal activities to provide advanced computing systems, applications software,
data management, and HEC R& D infrastructure to meet agency mission needs and to keep the United States at
the forefront of 21st century science, engineering, and technology. HEC capabilities enable researchersin
academia, Federal |aboratories, and industry to model and simulate complex processesin biology, chemistry,
climate and weather, environmental sciences, materials science, nanoscal e science and technology, physics, and
other areasto address Federal agency mission needs.

President’s 2007 Request

Strategic Priorities Underlying This Request

Supporting Federal agencies' science, engineering, and national security missions and sustaining U.S. scientific

leadership require ongoing investment in Federal HEC facilities as well asin advanced computational and data-

intensive applications. HEC |& A strategic priorities to address these needs include:

Production-quality HEC resour ces. Increase resources to meet expanding Federal agency mission needs

Federal HEC acquisitions: Reduce time and cost by improving benchmarking and procurement coordination

Productivity: Collaborate on new assessments that more accurately predict computing system performance on
diverse scientific problems, total time to solution, and total cost of ownership

Science and engineering applications: Develop more detailed and accurate applications for next-generation
HEC platforms

Accessto leader ship-class systems: Provide access for the broad academic, industrial, and government R&D
communities through peer-reviewed processes

Accessto Federal HEC resour ces: Expand access for leading researchers to devel op and execute HEC science
and engineering applications that address Federal agency mission needs. This includes access to HEC
capability and capacity systems for researchers associated with agencies that do not have HEC facilities.

Highlights of Request

Acquisition of prototype leader ship-class and production R& D systems

NSF: Five-year High Performance Computing System Acquisition: Towards a Petascale Computing Environment
for Science and Engineering program for deployment and support of world-class HEC resources for academic
research; new platform expected in 2006 and petascal e resources by 2010

DOE/SC (ORNL): Upgrade ORNL's Leadership Computing Facility (L CF) to over 250 TF, enabling more
capability for use across Federal agencies

DOE/SC (ANL): Diversify L CF resources through acquisition of 100-TF BlueGene/P

DOE/SC (LBNL): For National Energy Research Scientific Computing Center (NERSC), acquire next-
generation computational platform, the NERSC-5 (100-150 TF)

NASA (Headquarters): Establish acentral HEC office under agency-wide “ Shared Capability” theme

NASA (ARC): Continue enhancing Columbia supercomputer’s quality of service for science and engineering
users and prepare for transition to next-generation computational platform

NASA (GSFC): Acquire next-generation platform for Earth and space science research

Applications

NSF: New Office of Cyberinfrastructure to enable exploration of both emerging and established science and
engineering applications through new uses of balanced HEC computing, storage, software, services, and other
resources for advanced academic research

DOE/SC: Re-competition of modeling and simulation applicationsin Scientific Discovery Through Advanced
Computing (SciDAC) program, to extend SciDAC’ s multidisciplinary, multi-institutional teams of computer
and disciplinary scientists devel oping advanced applicationsin physical and biological sciences

DOE/SC: Competition to select small number of university-based SciDAC institutes to become centers of
excellence in high-end computational science in areas critical to DOE missions and HEC software centers
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DOE/SC: Expand 2005 Innovative and Novel Computational Impact on Theory and Experiment (INCITE)
program to include all major DOE/SC platforms through open call for proposals from agencies and industry

NASA: Through National Leadership Computing System call for proposals, open part of Columbia system to
users outside of NASA who present the most demanding science and engineering challenges

DOE/NNSA: Develop verification and validation methodol ogies for weapons simulations including
guantification of margins and uncertainties

NOAA, NSF: Improve capabilities for dynamic data assimilation

Planning and Coordination Supporting Request

Access to leader ship-class computing: Coordinated efforts by agencies to make their most powerful HEC
resources more widely available through open calls for proposals— DOE/SC, NASA, NSF

Benchmarking: Measuring HEC system performance on a broad range of applications— DARPA, DOE/SC,
EPA, NASA, NOAA, NSF, OSD

Acquisition coordination: Information sharing, procedural streamlining, and collaborative analysis of total cost
of ownership — DOE/SC, EPA, NASA, NOAA, NSF, OSD

Cooperative platform development: Design collaboration on systems for a common set of applications —
DOE/NNSA, DOE/SC, NSA

Modeling of infectious disease: NSF providing Extensible Terascale Facility (ETF) resources and expertise for
NIH large-scale Models of Infectious Disease Agents Study (MIDAS) — NSF, NIH

SciDAC program: Re-competition of applications and infrastructure components — DOE/SC, DOE/NNSA

Shared infrastructurefor climate and weather modeling: Module interface standards for software
interoperability — DOE/SC, EPA, NASA, NOAA, NSF (NCAR), OSD

Air quality modeing: Atmospheric dispersion models and other simulation techniques used in assessing source
impacts and control strategies— EPA, NOAA

Additional 2006 and 2007 Activities by Agency

NSF: Continue ETF, core centers (SDSC and NCSA), and middleware initiative in support of academic science
and engineering activities

0OSD (HPCMPO): HEC capabilities and services; HEC software development and life cycle support; expert
computational consulting services for DoD laboratories from the academic community; develop future HEC
workforce through fellowships, internships, and workshops; keep HEC systems current; recapitalize 25 percent
of systems; HEC system security

NIH: NIH Roadmap National Centersfor Biomedical Computing (NCBCs); Cancer Imaging and Computational
Centers; P41 Computational Centers; NLM information and analysis servers; international networks for
biomedical data and software sharing; bioinformatics resource centers for emerging and re-emerging infectious
disease; proteomics and protein structure initiatives

DOE/SC: LCF at ORNL — X1e (18 TF), XT3 (25 TF), expansion in 2007; LCF at ANL — BlueGene/L (5 TF),
expansion in 2007; NERSC — NERSC-4 SP3 (9 TF), NCS-A, Infiniband cluster (3 TF), NCS-B capacity system
(7 TF) available to usersin 2006, NERSC-5 initially available to usersin 2007; expansion of SCiDAC
applications and infrastructure across DOE/SC and including DOE/NNSA, NSF participation in 2006 and
2007; applied mathematics research for computational science including multiscale mathematics

NASA: Columbiasystem (62 TF) at NASA ARC, with 2,048-processor shared memory environment and
integrated support model, to aggressively scale application codes for rapid mission impact; NASA GSFC
acquired system (7 TF) for Earth and space science research

NIST: Parallel and distributed algorithms such as for computational nanotechnology; interoperable MPI
standards; virtual measurement laboratory immersive visualization; fundamental mathematical tools

DOE/NNSA: Develop, deploy, and maintain weapons and engineering codes; provide production-quality
computational environment for the ASC Purple system; build common capacity computing environment across
three labs; re-compete Alliance Centers program; develop and improve verification and validation methods for
scientific simulations

NOAA: Integrated acquisition of next-generation R& D HEC systemsfor all of NOAA; integrated management
and allocation of HEC resources; modeling frameworks for WRF and ESMF; grid technologies

EPA: HEC capabilities for GEOSS demonstrations; air quality algorithm enhancements, computational
toxicology for faster, more accurate, less expensive anaysis; grid services deployment
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High End Computing (HEC) Resear ch and Development (R& D)

NITRD Agencies. NSF, OSD and DoD Serviceresear ch organizations, DARPA, DOE/SC, NSA, NASA,
NIST, DOE/NNSA, NOAA

HEC R& D agencies conduct and coordinate hardware and software R& D to enable the effective use of high-end
systems to meet Federal agency mission needs, to address many of society’s most challenging problems, and to
strengthen the Nation’ s leadership in science, engineering, and technology. Research areas of interest include
hardware (e.g., microarchitecture, memory subsystems, interconnect, packaging, 1/0, and storage), software (e.g.,
operating systems, languages and compilers, development environments, algorithms), and systems technology
(e.g., system architecture, programming models).

President’s 2007 Request

Strategic Priorities Underlying This Request

Sustain U.S. leader ship in HEC: Develop new generation of economically viable, high-productivity computing
systems to meet Federal agencies HEC needs, which will require managing rapidly increasing volumes of data
and integrating multiscale (in space and time), multidisciplinary simulations

Hardwar e and softwar e; Integrate innovations, especially language and devel opment environments, to reduce
barriersto use of systems that may have tens of thousands of processors and to increase the productivity of end-
user applications

System prototypes. Develop, test, and evaluate robust, innovative HEC systems and software to reduce industry
and end-user risk and to increase competitiveness. Industries using HEC include aeronautics, automobile,
biomedicine, chemicals, petrochemicals, and pharmaceuticals.

Resear ch pipeline: Continue HEC University Research Activity (HEC-URA) to help refill the workforce
pipeline with highly skilled researchers who can devel op future-generation HEC systems and software

Highlights of Request

HEC-URA: New R&D in file systemsand I/O — NSF, DARPA, DOE/NNSA, DOE/SC, NSA

High-Productivity Computing Systems (HPCS) Phase | I1: Final phase of program to develop economically
viable prototypes for national security and industrial user communities, to address all aspects of HEC systems
(packaging, processor/memory interfaces, networks, operating systems, compilers, languages, and runtime
systems) — DARPA, DOE/SC, DOE/NNSA, NSA, with NASA, NSF, OSD, other agencies

Advanced capabilities for scientific research: Expand SciDAC-enabling organizational resourcesincluding
centers, institutes, and partnerships — DOE/SC, DOE/NNSA

Prototype research and evaluation: Prepare users for future generations of high-end systems and reduce
procurement risk — DOE/SC

Vector processor system: Continue cooperative development — NSA, with other NITRD agencies

Quantum computing program: DARPA, NIST, NSA

Softwar e environments. Develop common system software and tools for high-end systems— DOE/NNSA,
DOE/SC, NSF, OSD

Weapons applications: Sustain advanced systems development effort to meet programmatic needs for increased
productivity — DOE/NNSA

Planning and Coordination Supporting Request

Planning

Technical and planning wor kshops: HPCS Productivity Workshops, Storage and I/0O Workshop to coordinate
new HEC-URA file systems and |/O effort, HEC Requirements Workshop supporting new NSF HEC initiative
—DARPA, DOE/NNSA, DOE/SC, NASA, NIH, NSA, NSF, OSD

Council on Competitiveness HPC I nitiative: Fund studies, conferences, and educational activities to stimulate
and facilitate wider usage of HEC across the private sector to propel productivity, innovation, and
competitiveness— DARPA, DOE/NNSA, DOE/SC, NSF
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Open-sour ce softwar e; Research to enable users to read, modify, and redistribute source code, fostering more
efficient development and increased collaboration to improve software quality — DOE/NNSA, DOE/SC, NASA

Systems architecture

HEC hardware and softwar e testbeds. Facilitate access, share knowledge gained and lessons learned —
DOE/SC, NASA, NIST, NOAA, NSF, OSD

HPCSPhaselll: DARPA, DOE/SC, DOE/NNSA, NSA, with NASA, NSF, OSD

Black Widow performance reviews: Assess progress on developmental milestones— NSA, with DARPA,
DOE/NNSA, DOE/SC, NASA, NSF, OSD

Quantum information science: Study information, communication, and computation based on devices governed
by the principles of quantum physics— DARPA, NIST, NSA, NSF

Systems softwar e devel opment

HEC-URA: Coordinate research in operating/runtime systems, languages, compilers, libraries— DARPA,
DOE/NNSA, DOE/SC, NSA, NSF

HEC metrics: Coordinate research on effective metrics for application development and execution on high-end
systems— DARPA, DOE/SC, NSF, with DOE/NNSA, NASA, NSA, OSD

Benchmarking and perfor mance modeling: Collaborate on devel oping measurement tools to help improve the
productivity of HEC systems— DARPA, DOE/NNSA, DOE/SC, NASA, NSA, NSF, OSD

File systems: Coordinate R&D funding based on a national research agenda and update agenda on arecurring
basis— DARPA, DOE/NNSA, DOE/SC, NASA, NSA, NSF, OSD

Additional 2006 and 2007 Activities by Agency

NSF: University-based research on formal and mathematical foundations (algorithmic and computational
science); foundations of computing processes and artifacts (software, architecture, design); emerging models
for technology and computation (biologically motivated, quantum, and nanotechnol ogy-based computing and
design); distributed systems and next-generation software; data-driven science including bioinformatics,
geoinformatics, and cognitive neuroscience; infrastructure development (create, test, and harden next-
generation systems); and software and tools for high-end computing

OSD: Software Protection Initiative research in protection of critical defense software; applications software
profiling and development; extend benchmarking and performance modeling to support system acquisitions and
applications software development

DARPA: Architectures for cognitive information processing program — a new class of processing approaches,
algorithms, and architecturesto efficiently enable and implement cognitive information processing; begin
transition of polymorphous computing architectures to DoD and commercia products; networked embedded
systems technologies

DOE/SC: Research in programming models, performance modeling and optimization, software component
architectures; development time and execution time productivity (with HPCS); data analysis and management,
interoperability, software development environments

NSA: Eldorado —work with vendor on XT3 modifications, fully funding devel opment in 2005-2006, available
in 2006-2007

NASA: Participate in interagency coordination of architectures, testbeds, and system performance assessment

NIST: Architectures and algorithms for quantum computers; secure quantum communications

DOE/NNSA: Platforms; problem-solving environments, numeric methods; re-compete Alliance Centers program;
user-productivity baseline in context of weapons simulations
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Coordinated I mplementation of the Federal Plan for High-End Computing

In 2003, the High-End Computing Revitalization Task Force (HECRTF) was chartered under the National
Science and Technology Council (NSTC) to develop a plan for undertaking and sustaining a robust Federal high-
end computing program to maintain U.S. leadership in science and technology. The Federal Plan for High-End
Computing, released in May 2004, offers avision for a proactive Federal effort that advances high-end computing
technology to address many of society’s most challenging large-scale computational problems and, in doing so,
strengthens the Nation’ s global 1eadership in the sciences, engineering, and technology.

The HEC IWG isimplementing this Plan through the coordination of high-end computing policy, strategies, and
programs across NITRD member and participating agencies. Emphasisis placed on identifying and integrating
requirements, conducting joint program planning, and developing and implementing joint strategies. Coordination
activities encompass fundamental and applied research and devel opment, technology development and
engineering, infrastructure and applications, demonstrations, and education and training. The coordination is
carried out through monthly HEC IWG meetings, agency-sponsored workshops, technical forums, and a variety
of focused multiagency activities. The following list highlights some of these multiagency activities:

High-End Computing University Research Activity (HEC-URA): Beginning in 2004, NSF, DARPA,
DOE/SC, and NSA engaged in joint planning and expanded funding for university research in operating
systems, languages, compilers, and libraries, and in software tools and devel opment environments. Beginning
in 2006, NSF and other agencies will expand funding for research in file systems, storage, and |/0.

DARPA High-Productivity Computing System (HPCS) Program: The DARPA HPCS Program was initiated
in 2001 to develop a new generation of high-end computing systems providing leap-ahead advancesin
performance, robustness, and programmability. Since then, DARPA has expanded its HPCS collaboration with
other agenciesto now include NSA, DOE/SC, DOE/NNSA, NASA, and NSF. Starting in 2006, HPCS enters
Phase |11, which will involve active collaboration with these agencies through such mechanisms as funding,
participation in review panels, and requirements analysis.

L eader ship Systems: The Federal Plan advanced the concept of “leadership high-end computing systems’ to
offer leading-edge computing facilities to enable breakthrough computational science and engineering for
problems important to Federal agency missions and to the Nation. Today, this concept has been implemented
by DOE/SC at four of its national |aboratories through its INCITE program and by NASA through its National
Leadership Computing Systems (NLCS) initiative. The two agencies either are completing or have completed
solicitations for leadership-class computing resources, and they plan to conduct additional solicitations on a
recurring basis. Other agencies are planning similar procurements of leadership-class systemsin the near future.

System Performance Assessment: One of the major challengesin guiding research, development, and
procurement of high-end computing systemsis to measure, compare, and assess system performance.
Currently, DOE and DARPA, in collaboration with other agencies, are devel oping methods to measure both
execution performance and ease of programming. This includes novel work in combining software engineering
experiments customized to high-performance computing. In addition, OSD (HPCMPO), DOE/SC (NERSC),
and NSF are sharing selected benchmarks and procurement practices in order to streamline and improve the
effectiveness of high-end computing systems procurements.

These examples illustrate the collaborative efforts underway in implementing the Federal Plan for High-End

Computing. These and other HEC activities are described in further detail in the HEC 1&A and HEC R&D
sections of this Supplement.
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Cyber Security and Information Assurance (CSIA)

NITRD Agencies: NSF, OSD and DoD Serviceresearch organizations, NIH, DARPA, NSA, NASA, NIST
Other Participants: CIA, DHS, DOE (LLNL), DOJ, DOT, DTO, FAA, FBI, State, Treasury, TSWG

CSIA focuses on research and advanced devel opment to prevent, resist, detect, respond to, and/or recover from
actions that compromise or threaten to compromise the availability, integrity, or confidentiality of computer-based
systems. These systems provide both the basic infrastructure and advanced communications in every sector of the
economy, including critical infrastructures such as power grids, emergency communications systems, financial
systems, and air-traffic-control networks. These systems also support national defense, national and homeland
security, and other vital Federal missions, and themselves constitute critical elements of the I T infrastructure.
Broad areas of concern include Internet and network security; confidentiality, availability, and integrity of
information and computer-based systems; new approaches to achieving hardware and software security; testing
and assessment of computer-based systems security; and reconstitution and recovery of computer-based systems
and data.

Incorporation of the CSIA Program Component Area and the CSIA Interagency Working Group (IWG)
intothe NITRD Program

In August 2005, the NSTC chartered the Cyber Security and Information Assurance (CSIA) IWG. ThisIWG
succeeds the IWG on Ciritical Information Infrastructure Protection (CI1P), which had been chartered in August
2003 and reported to the Subcommittee on Infrastructure of the NSTC's Committee on Homeland and National
Security. The CSIA IWG reportsjointly to the Subcommittee on Infrastructure and the NITRD Subcommittee.
This change facilitates better integration of CSIA R&D with NITRD activities and reflects the broader impact of
cyber security and information assurance beyond critical information infrastructure protection.

Thefirst steps in integrating CSIA R&D into NITRD activities involve incorporating the budget associated with
the CSIA PCA and the coordination by the CSIA IWG into the NITRD Program, and completing and releasing
the Federal Plan for CSIA R&D (described below). Future steps will include roadmapping CSIA R&D and
adjusting the activitiesin NITRD PCAsin light of the Program’s expanded scope. Selected areas requiring cross-
PCA coordination are described below.

President’s 2007 Request

Strategic Priorities Underlying This Request
Fundamental and applied research for CSIA: New knowledge, technologies, and tools to achieve significantly
improved security for the computer-based systems that support national defense, national and homeland
security, economic competitiveness, and other national priorities. Key research areas include:
— Network security: New communications protocols, especially for wireless networks and mobile ad hoc
networks, required to effectively secure networks and the data that travel over them (with LSN)
— Dependable systems: Systems with characteristics that include fault tolerance, reliability, safety, and
security (with HCSS)
— Situational awar eness and response; Data fusion and forensics, security visualization, and security
management
—Securedistributed systems. Ability to function as network-centric multi-domain enterprise with ubiquitous
secure collaboration
Infrastructure protection: Computer-based systems that function as intended, even in the face of cyber attack,
and that are able to process, store, and communicate sensitive information according to specified security
policies (with HCSS)
Infrastructurefor R& D: Testbeds, toals, platforms, standards, and data collection and sharing to enable
academic, industry, and government researchers to effectively conduct CSIA R&D
Industry outreach and technology transfer: Effective transition and diffusion of R&D results into mainstream
products and services and improved practices; increased coordinated industry outreach and technology transfer
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to aid timely transition of existing and newly created CSIA R& D to practice, including standards, guidelines,
metrics, benchmarks, and best practices

Highlights of Request

Cyber Trust: Academic research in foundations, network security, secure systems software, security of
information systems— NSF, DARPA

Testbeds: Development, testing, and evaluation of testbeds for the DETER, EMIST, and GENI projects — NSF,
DHS

Datasets. Complete secure, trusted data-sharing infrastructure and initial data collection and sharing — NIST,
NSF, DHS

Internet infrastructur e security: Domain Name System (DNS) security roadmap, testing, guidance, and routing
protocol security —NIST, DHS

Planning and Coordination Supporting Request

Federal Plan for Cyber Security and Information Assurance Research and Devel opment

The CSIA IWG was charged with developing an interagency Federal Plan for CSIA R&D. This forthcoming
document, which represents a collaborative effort by the CSIA IWG members, provides a baseline framework for
coordinated, multiagency CSIA R&D. The Plan is currently in final clearance.

The Federal Plan resulted from a processin which CSIA R& D needs were identified, analyzed, and prioritized.
Part | of the Federal Plan includes sections on:

Technology Trends - Strategic Federal Objectives

The Federal Role - R&D Technica and Funding Priorities
Types of Threats and Threat Agents - Top Technical and Funding Priorities
Threat and Vulnerability Trends *  Findings and Recommendations

Recent Callsfor CSIA R&D

Part 11 of the Plan contains commentaries on technical topics. Each commentary includes a definition of the topic
and discussions of itsimportance, the state of the art, and capability gaps requiring R& D. The technical topics are
grouped in the following eight broad R& D categories identified in the CSIA IWG’s analysis: functional cyber
security; securing the infrastructure; domain-specific security; cyber security characterization and assessment;
foundations for cyber security; enabling technologies for CSIA R& D; advanced and next-generation systems and
architecture for cyber security; and social dimensions of cyber security.

Other Interagency Planning and Coordination Activities

Roadmapping: Develop an initial roadmap that provides atimeline for activities needed to implement the
Federal Plan for CSIA R&D — CSIA IWG

Cyber security R&D:

— System resilience: Intrusion tolerance, self-regenerating systems, dynamic quarantine of worms, detection
and containment of malicious code — DARPA, DoD (AFRL)

— Adaptive quarantine: Development of adaptive quarantine to prevent and preempt active, passive, novel
insider and outsider cyber attacks against safety-critical and mission support networks and systems
enterprise-wide— DTO, FAA

—Intrusion detection: Intrusion detection and monitoring, cyber attack detection, traceback, and attribution —
NSA, DoD (AFRL), DTO

— Counter measures: Flash ROM countermeasures tool and technol ogies that address identity theft and fraud
detection — TSWG, FBI

— Power grid: Trustworthy cyber infrastructure for the power grid — DHS, NSF, DOE

— Election systems: Trustworthy election systems— NIST, NSF

Grants and proposals: Collaborate/coordinate on solicitations and evaluations— DARPA, NSA, NSF, DHS,

DTO

National Plan for Research and Development in Support of Critical Infrastructure Protection: Provide input to
the NSTC Subcommittee on Infrastructure on cyber aspects of critical infrastructure protection — CSIA IWG
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INFOSEC Research Council Hard Problem List: Support the preparation of the Hard Problem List released in
November 2005 — Multiple agencies

Cyber Security: A Crisis of Prioritization: Respond to the PITAC report’s recommendations— CSIA IWG

Improving Cyber security Research in the United States: Continue support for National Academies study —
DARPA, NIST, NSF

Additional 2006 and 2007 Activities by Agency

NSF: Team for Research in Ubiquitous Secure Technology (TRUST) to transform the ability of organizationsto
design, build, and operate trustworthy information systems for critical infrastructures; industry/university
cooperative research centersin information protection, computer systems, and identification technology;
Scholarship for Service program; advanced technology education

OSD (ODDR& E): Through the High Performance Computing Modernization Program, adapt network intrusion
detection and analysis tools to improve collective analysis of multiple sensor inputs and to support |Pv6

DARPA: R&D in security-aware systems

NSA: Cryptography, cryptographic infrastructure; high-speed security solutions, security-enhanced operating
environment, secure wireless multimedia; authentication, privilege management; attack-sensing warning and
response, insider threat, and network dynamics

NASA: Next-generation HEC perimeter protection architecture and system for Columbia supercomputer (a
possible model for HEC system security at other agencies), including a new security approach for network-
intensive applications and the coupling of two-factor authentication to unattended file transfers

NIST: FISMA standards and guidelines; state and local municipality outreach; secure OS and application
configuration specifications, identity management, smart-card interoperability specifications, conformance
testing; cryptographic standards, guidelines, tool kit, module validation; PDA forensics guidelines and
computer forensics tool effectiveness testing; access control, policy management modeling and prototypes,
technol ogy-specific security guidelines (e.g., RFID, Web services, Wi-Max); remote authentication methods;
wireless/PDA security protocols, mechanisms, and seamless/secure mobility; automated combinatorial testing;
National Vulnerability Database

DHS: Vulnerability prevention, discovery, and remediation; cyber security assessment; security and
trustworthiness for critical infrastructure protection; wireless security; network attack forensics; technologies to
defend against identity theft; continued support for the Process Control Systems Forum

DOE (LLNL): R&D on extracting novel forensic information from hostile scan data and developing statistical
and trending analysis for cooperative protection program data

DOJ: Common solutions to security requirements to achieve cost efficiency through broad implementation;
incident response and situational awareness

DOT: Secure aircraft data networks and applications; security testing and penetration testing methods; biometrics
and access control security for aircraft cockpits and aircraft; risk assessment methods; credentialing; advanced
wireless technologies

FAA: Rapid quarantine capability; test biometrics single sign-on; test behavior-based security; enterprise
architecture based on the DoD architecture framework; information systems security architecture as enclave
with demilitarized zone; integrity and confidentiality lab to test wireless systems security; validate Web data
mining that uses concept chain graphsto find vulnerabilities

FBI: Advanced visualization concepts for analyzing various data mediatypes; state-of-the-art integrated
analytical tools that support law enforcement investigations; cyber-capabilities-driven enterprise architecture as
a business and management tool

TSWG: Secure ground-to-air data communications; automate cyber assessment at the Nuclear Regulatory
Commission; develop commercially viable cyber security testing; establish cyber security training center;
assess state of the art in infrastructure modeling capabilities
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Human-Computer Interaction and I nformation Management (HCI& M)

NITRD Agencies: NSF, DoD Service research organizations, NIH, DARPA, NASA, AHRQ, NIST, NOAA, EPA
Other Participants: GSA, NARA

HCI&IM R&D aimsto increase the benefit of computer technologies to humans, particularly the science and
engineering R&D community. To that end, HCI&IM R&D investsin technologies for mapping human knowledge
into computing systems, communications networks, and information systems and back to human beings, for
human analysis, understanding, and use. R& D areas include: cognitive systems, data analysisin fields such as
human health and the environment, information integration, multimodal and automated language translation,
robotics, and user interaction technol ogies.

Highlights of the President’s 2007 Request

Strategic Priorities Underlying This Request

HCI&IM capabilities support key national priorities including large-scale scientific research, national defense,

homeland security, air-traffic control, emergency planning and response, health care, space exploration, weather

forecasting, and climate prediction. To advance these priorities, HCI&IM R&D is needed in:

I nformation accessibility, integration, and management: Next-generation methods, tools, and technologies to
make it possible to access, integrate, analyze, and efficiently manage massive stores of widely distributed,
heterogeneous information (e.g., science and engineering research data, Federal records). These capabilities
will help human analysts make better use of all available information resources in the pursuit of new
knowledge. Theinitial focusis on domain-specific collections, with the long-term goal of developing
techniques that can be generalized across domains. Needs also include:

— Federal information management ar chitectur e testbeds: To evaluate issues in petascale collections of
information governed by differing requirements (e.g., national security, personal privacy)

—Long-term preservation: Maintenance of and access to long-lived science and engineering data collections
and Federal records

Multimodal devices and interfaces. Human-computer interaction capabilities enabling rapid, easy access (e.g.,
without a keyboard) to and communication and understanding of heterogeneous information (e.g., audio and
text in diverse languages, video, images) for national security applications as well asfor assistive devices

Systemsthat know what they are doing: Cognitive systems ableto “learn,” adjust to change, and repair
themselves, to enhance battlefield capabilities, overall system security, and deployability of robotic devicesin
emergency-response and hazardous environments

Highlights of Request

Cognitive systems. Continue programs in learning, reasoning, and integrated cognitive systems— DARPA

Global Autonomous L anguage Exploitation (GALE): New program expanding on Translingua Information
Detection, Extraction, and Summarization (TIDES) effort, to reduce the need for linguists and analysts by
automatically and rapidly providing translated, distilled information that is relevant and useful to military
personnel — DARPA, with NSA, NIST, DLI, CENTCOM, other agencies

Multimodal language recognition and trandation: Improved performance and evaluation of human language
technologies, including speech-to-text, text retrieval, document summarization, automatic content extraction,
speaker and language recognition, dialogue and conversation understanding and summarization, meeting room
transcription and summarization, question answering, and machine trand ation; interactive systems, multimodal
user interfaces, and usability — DARPA, NSA, NSF, NIST, DTO, with NARA, other agencies

Data security and data analysis methods: New focus on information privacy and security; research in analysis
of digital images and videos; research in methods for computational analysis of data collected in the
observational sciences, Office of Cyberinfrastructure strategic plan component for sharing science and
engineering data— NSF

Data-intensive discovery and design environments: Interdisciplinary team environments leveraging hyperwalls
(wall-size high-resolution tiled display systems) for terascale/petascal e data exploration, analysis, and
understanding, including concurrent visualization (e.g., real-time rendering, computational steering, and remote
access to ongoing computations) and algorithms and tools — NASA

10 NITRD Supplement to the President’s FY 2007 Budget February 2006



Remote Sensing Information Gateway: Global Earth Observation Systems of Systems (GEOSS) demonstration
project to share and integrate Earth observational datawith initial applicationsto support air quality goals —
EPA, with NASA, NIH, NOAA

Text Retrieval Conference (TREC): Continue evaluations of information-discovery technologies with tracks on
Web retrieval, retrieval of documents for genomics research, question answering, personalized retrieval, and a
new legal track — DTO, NIST, NSF, with NARA

Planning and Coordination Supporting Request

National workshop on information integration R& D: Identify key issues for coordinated research such as
interoperability, privacy, security, and standards to advance utility of heterogeneous, multimodal information
environments— NSF, AHRQ, DoD (ONR), EPA, NARA, with NIST, GSA, other HCI&IM agencies

Drug information and standar ds: Build system to obtain drug information with standardized definitions and in
standardized formats from manufacturers, approve and transmit the information to Federal Web sites, including
mapping clinical vocabularies and coding systems to clinical reference terminology adopted by HHS, VA, and
DoD, and metadata registry of data standards terms— AHRQ, NIH, NIST, FDA, HHS (CMYS), other agencies

Earth System Modeling Framework: Information interoperability and reuse in Earth science applications —
NASA, DOE/SC, NOAA, NSF, OSD and DoD Service research organizations, other agencies

Eco-Informatics: Workshop and plans for possible second joint solicitation — NSF, NASA, EPA, other agencies

Health informatics: Planning for collaboration to include workshop(s), joint program — NSF, NIH

Additional 2006 and 2007 Activities by Agency

NSF: University-based research in science and engineering informatics; information integration; data mining,
information retrieval; knowledge management; human-computer interaction, universal access, digital
government; intelligent robots, machine vision technologies; automatic multilingual speech-recognition toolkits

DoD (ONR): New program in human-robot interaction and collaboration; continue programsin persistent
surveillance including autonomous systems (e.g., robots, unattended vehicles) and information exploitation;
information integration including multiple sources, disparate data types, and shared anaysis tools;, human
factors and organizational design; portable bi-directional language translator

NIH: Curation and analysis of massive biomedical and clinical research data collections; tools to manage
and use new databases; tools for building, integrating ontologies; software tools for visualizing complex
datasets; curation tools; build nationwide support for standard vocabularies; information integration

NASA: Continue efforts on agency-wide data exploration architecture with centralized data repository; mobile
autonomous robots and intelligent systems; speech-based human-computer interaction; wind down space
exploration systems projects, including team-centered virtual adaptive automation, automated design of
spacecraft systems, some robotics applications, and decision support system for health management

AHRQ: Continue health IT patient safety/quality improvement program including focus on reducing medical
errors in ambulatory care settings and promoting safe use of medications, personal safety, and care delivery that
achieves the highest-quality outcome; patient safety health-care I T data standards program; and rural/non-
rural/regional projects including health information exchange and state information networks

NI ST: Evaluation and standards for biometrics including fingerprint, face recognition, multimodal biometrics for
identification and verification; evaluation methodology for multimedia, including video retrieval, motion image
quality, video analysis, and content extraction and standards for multimedia (MPEG-7, JPEG); usability of
interactive systems and user interfaces for mobile robots, human-robot interaction (HRI); usability and
accessibility of voting systems; standards for software usability reporting, IT accessibility; measuring
performance of smart systems; ontologies for information integration in manufacturing, commerce;
devel opments in the semantic Web and health-care informatics

NOAA: Technologies for disseminating weather and climate data in multiple formats to professionals, academia,
and the public; management of very large datasets, use of metadata, and development of decision support tools
for knowledge discovery and data display

EPA: Tools and approaches exploring potential linkages between air quality and human health; integration of
search and retrieval techniques across environmental and health libraries; evaluation and investigation of the
distribution, integration, management, and archiving of models and datasets

NARA: Advance decision support technologies contributing to high-confidence processing of large collections
(e.g., collections of Presidential records)
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L arge Scale Networking (L SN)

NITRD Agencies. NSF, OSD and DoD Serviceresearch organizations, NIH, DARPA, DOE/SC, NSA,
NASA, AHRQ, NIST, DOE/NNSA, NOAA
Other Participants: USGS

L SN members coordinate Federal agency networking R& D in leading-edge networking technologies, services,
and enhanced performance, including programsin new architectures, optical network testbeds, security,
infrastructure, middleware, end-to-end performance measurement, and advanced network components; grid and
collaboration networking tools and services; and engineering, management, and use of |arge-scale networks for
scientific and applications R&D. The results of this coordinated R& D, once deployed, can assure that the next
generation of the Internet will be scalable, trustworthy, and flexible.

President’s 2007 Request

Strategic Priorities Underlying This Request

Large-scale datatransfers: Enable near-real-time petabyte and above data transfers, by 2008, to support science
cooperation and modeling in high-energy physics, bioinformatics, weather, astrophysics, and other areas,
overcoming scalability limitations of current technology and the Internet Protocol (1P)

New ar chitectures: Develop future Internet architectures that are flexible, trustworthy (secure, reliable, ensuring
privacy), and able to support pervasive computing using wireless access and optical light paths, networked
sensors, and innovative applications (e.g., applications on the fly and large-scale information dissemination)

End-to-end performance measurement: Develop visibility into the interior of networks to enable optimization
of application performance over networks; implement standard measurement boxes, standard protocols, and
cooperation across domain boundaries to alow end-to-end application performance tuning

Highlights of Request

Optical network testbeds (ONTS): NSF's CHEETAH and DRAGON networks, DOE/SC’ s UltraScience Net;
coordinate with OMNInet, OptiPuter, NationalLambda Rail, and regional ONTSs; develop GMPLS, QoS, agile
circuit-switching, and interdomain control plane protocols, tools, services, and management (e.g., resource
reservation, security) — DARPA, DOE/SC, NASA, NSF

Innovative network ar chitectures: Global Environment for Network Investigations (GENI) support of R&D for
alarge-scale testbed for new scalable, flexible, usable new Internet architectures — NSF with DARPA,
DOE/SC, NASA, NIST

Network security resear ch: Provide more trustworthy networking — DARPA, DHS, DOE/SC, NSF, NIST, OSD

End-to-end agile networking, QoS, GMPLS: Develop robust capability and technologies to provide on-demand
networking and assured bandwidth for advanced networking applications— DARPA, DOE/SC, NASA, NSF,
other agencies

Wireless and sensor networ king: Advance capabilities for highly distributed, ubiquitous networking — DARPA,
NIST, NSF, other agencies

L arge-scale data flows: Infiniband and single-stream flows over WANs— DOE/SC, NASA, NSF, DaD (NRL)

High-speed transport protocols: Develop protocols to move massive amounts of data— DOE/SC, NSF

IPv6 and cyber security implementation: Rollout of 1Pv6 into research networks in responseto OMB
requirements — All

End-to-end network performance monitoring and measurement: Identify intrusions and bottlenecks and
isolate faults— DARPA, DOE/SC, NSA, NSF, OSD (HPCMPO)

Network backup: Provide aternative capacity during network outages, stress, or national crises— DOE/SC,
NASA, OSD (HPCMPO)

International coordination: Leverage investments in federated security regimes and optical networking
transparency — DOE/SC, NSF

Planning and Coordination Supporting Request

Co-funding: NSF networking research projects receive support from DARPA, DOE/SC, NSA, DHS

Workshops: Annual government/private sector ONT workshops to provide input into coordinated Federal
activities for R& D and promote technology transfer; NSF GENI workshops to coordinate research on new
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architectures, experimental infrastructure, and control plane technology; academia/industry/government
workshop to identify networking R& D needs — Multiple agencies
Coordination by L SN Teams:

—Joint Engineering Team (JET): DOE/SC, NASA, NIH, NIST, NOAA, NSA, NSF, OSD (HPCMPO),
USGS, with participation by academic organizations (CAIDA, CENIC, Internet2, IS, MAX, NLANR,
StarLight), national labs (ANL ), super computing centers (ARSC, MCNC, PSC), universities (FIU, 1U,
UIC, UMd, UNC, UW), and vendors— ONTSs; engineering research networks (JETnets); security best
practices; applications testbeds (IPv6, |Pv6 multicast, performance measurement); metrics and monitoring:
interdomain, end-to-end, internal network visibility; tool sharing and data exchange; 9,000-byte MTU
recommendation; international coordination; transit and services cooperation

—Middleware and Grid Infrastructure Coordination (MAGIC) Team: DOE/SC, NIH, NIST, NOAA,
NSF, with participation by academic organizations (EDUCAUSE, Internet2, 1S, UCAR), national labs
(ANL, LANL, LBL, PNL), universities (UIUC, UMd, UNC, UWisc), and vendors— Middleware and grid
tools and services; applications; coordinated certificate authorities for security and privacy; collaboration
infrastructure; standards devel opment; international coordination (e.g., federated certificate authorities under
Americas Policy Management Authority)

— Networking Research Team (NRT): DARPA, DOE/SC, NASA, NIST, NSA, NSF — Basic research
(technology and systems); prototyping and testing of optical networks (dynamic provisioning, GMPL S-based
control plane); applications; wireless, nomadic (ad hoc, mobile) networking; education and training

Information exchange: Multiagency LSN participation in review panels, informational meetings, principal
investigator (Pl) meetings; tactical coordination among program managers with common interests; coordination
of JET meetings with DOE ESSC and Internet2 Joint Techs Meetings, GMPL S forum coordinating
development of interdomain signaling in agile optical networks

Additional 2006 and 2007 Activities by Agency

NSF: Support university-based fundamental networking research in trust, pervasive computing; innovative
research in architectures, algorithms, protocols, sensor network programming, hardware/software, and
privacy/security; programmable wireless networks; network measurement; CAREER awards for networking
research; infrastructure research (create, test, harden next-generation systems); middleware development and
dissemination

0OSD (HPCMPO): IP end-to-end performance measurement, network monitoring tools, IPv6 pilots and |Pv6
multicast, network security (IPsec, VPN portals, attack detection toals, filters, encryption), automated
management, disaster recovery planning, research network broadband access to Hawaii and Alaska

NIH: R&D on data and computational gridsin support of biomedical research, including Biomedical Informatics
Research Network (BIRN) and cancer Biomedical Informatics Grid (caBlIG); focus on QoS, security, medical
data privacy, network management, and collaboratory infrastructure technologies

DARPA: Network-aware control plane; connectionless sensor networks minimizing energy consumption;
Situation-Aware Protocols In Edge Network Technologies (SAPIENT); optical data router for >100 Tbps
bandwidth

DOE/SC: Middleware and network research (security, data management, standards-based protocols, advanced
reservation and scheduling); Open Science Grid (operational infrastructure for large-scal e applications);
UltraScience Net (research and engineering prototype); connectivity (ESnet, MANS, collaboration services,
trust federations and authentication services)

NSA: Internet measurement; wireless networks (ad hoc sensor networks, wireless capacity enhancement, wireless
in noisy environments, WLAN QoS, WLAN/WAN simulation); GMPLS evolution for optical networks

NASA: Real-time interactive and grid applications, Columbia supercomputer networking support; network
security, data distribution, and real-time visualization

NIST: Internet infrastructure protection, quantum information networks, health-care networks, criminal-justice
information systems, wireless ad hoc networks, public safety communications; standards and guidelines for
management and assistance; and process control systems protocols and security

NOAA: Advanced networking infrastructure, including lambda-based networking, |Pv6, distributed Web servers;
computer and network security; applications (collaboration, grid computing (e.g., for storm-scale simulations),
wireless, remote operation)
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High Confidence Softwar e and Systems (HCSS)

NITRD Agencies: NSF, OSD and DoD Service resear ch organizations, NIH, DARPA, NSA, NASA, NIST
Other Participants: DHS, DOE (OE), FAA, FDA

The goal of HCSS R& D isto bolster the Nation’s capability and capacity for engineering effective and efficient
distributed, real-time, I T-centric systemsthat are certifiably and inherently dependable, reliable, safe, secure,
fault-tolerant, survivable, and trustworthy. These systems, which are often embedded in larger physical and IT
systems, are essential for the operation and evolution of the country’ s national defense, key industrial sectors, and
critical infrastructures.

President’s 2007 Request

Strategic Priorities Underlying This Request
Demand for new classes of computationally enabled, adaptive, distributed, embedded, and real-time systems for
mission- and safety-critical applications. Research is needed to develop:
Next-generation capabilities: Complex new capabilities and foundations for advances in physical and
engineered systems for Federal missions and U.S. industrial innovation in key areas such as:
— Aerospace systems:. Aircraft autonomy, future airspace operations, human-rated space systems
— Automotive systems:. “Drive-by-wire’ and intelligent vehicle and highway systems
—Critical infrastructur e systems. Beyond supervisory control and data acquisition (SCADA), power grid
automation, water management, supply chain integration
— Defense systems: Real-time, distributed, embedded systems in a highly network-centric environment for
applications ranging from counterterrorism to ballistic and cruise missile defense
—Medical care: “Operating room of the future,” telemedicine, medical devices, paramedic support systems
New high-confidence enabling technologies: Revolutionary paradigms to replace today’ s operating systems
(0Ss), middleware (MW), and virtual machines (VMs) that integrate complex mechanisms and enable fault
tolerance, dynamic adaptation, partitioning for fault isolation, real-time scheduling, and security
Assurance for complex, integrated systems. New systems built on a principled framework and a new
computing technology base for integrating assured concepts that can replace today’ s inadequate technol ogies,
which were designed for benign environments and noncritical applications and are underpinned by a
fragmented collection of theories. Priority research topics include:
— Scientific foundations: Software and systems assurance
— Design and engineering advances:. Model-based system design, formal methods, correct-by-construction
techniques, and tools for designing, testing, verifying, and validating systems with software as key
components, in part to expand the types of software-intensive systems that can be confidently deployed
— Assurance measur es and metrics: Ability to justify the degree of confidence in established properties

Highlights of Request

High-confidence, real-time operating systems (RTOS), MW, and VMs: Continue examination of adequacy of
current real-time OS, MW, and VM technologiesto identify R& D needed to achieve a next-generation high-
confidence RTOS technology base; foster university/industry/government R& D partnership; launch a
multiagency effort in high-confidence RTOS software, systems, and assurance — NSF, NSA, NIST, OSD
(ODDR&E), DoD (AFRL), with NASA, DOE (OE), FAA, FDA, DoD (ONR, USASMDC/ARSTRAT)

Science of Design (SoD): Basic research in design of software-intensive systems that imports and adapts creative
scientific ideas from other design fields (e.g., engineering, urban planning, economics, the arts) — NSF

Assured information systems. R&D toward an intelligent, secure flexible, self-protecting global infrastructure;
robust protection mechanisms to support sharing of information across diverse communities; development of
safe computing platforms that can securely isolate, measure, and attest to correct operations; cryptographic
algorithms and engineering to protect the content of information systems— NSA

Verification Grand Challenge: Develop deployable high-assurance technol ogies for large-scal e software
systems; begin by convening panels of specialists (i.e., integrated verification systems, theory, system
certification) to identify research directions, propose action plan, and suggest projects— NSA, NSF

Deployed and near-term SCADA and industrial control systems: Develop requirements, standards, software
assurance metrics, and guidelines— NIST, DHS
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Softwar e assur ance metrics, tools, evaluation, and databases— NIST, NSA, DHS

Planning and Coordination Supporting Request

High-confidence RTOS technology needs assessments and national roadmapping wor kshop: Non-disclosure
briefings by technology development and systems integration vendors, academic researchers, and RTOS
standards organization; initiate university/industry/government partnership; convene workshop(s) to roadmap
RTOS R&D — NSF, DoD (AFRL), NIST, NSA, with DoD (ONR, USASMDC/ARSTRAT), OSD (ODDR&E),
NASA, DOE (OE), FAA, FDA

High Confidence M edical Device Software and Systems: Ongoing national workshop series—NSF, NSA, with
NIST, FDA

Softwarefor Critical Aviation Systems: Begin workshop series— NSF, DoD (AFRL), NSA, with NASA, FAA

Beyond SCADA and Distributed Control Systems: Begin national workshop series on high-confidence devices
and software to enable, protect, and evolve critical infrastructures—NSF, NIST, NSA, OSD (ODDR&E), with
DoD (AFRL), DHS, DOE (OE)

Black boxesfor medical devices: Preliminary study of the benefits of building data recording technol ogies into
medical device systems to provide complete detailed records about their operation for analysis of processes and
state prior to and during failures— NSF, with FDA

Open-sour ce softwar e for high-confidence medical devices: Exploration of future directions and practices for
certification — NIH, NSF, FDA, other agencies

Sixth annual HCSS conference — NSA, with other HCSS agencies

National Voluntary Lab Accreditation Program (NVLAP): Calibration and/or test methods, protocols, and
standards to meet accreditation needs for a variety of products and processes— NIST, NSA

Softwar e Assurance Metrics and Tool Evaluation Workshops: Bring together users, developers of software
assurance tools, compare effectiveness of tools and techniques, devel op taxonomies of vulnerabilities and tools,
and expand a software security assurance standard reference database — NIST, DHS, with other agencies

Sufficient Evidence? Building Certifiably Dependable Systems. Complete National Academies/CSTB study
assessing current practices for developing and evaluating mission-critical software — NSF, NSA, DoD (ONR),
FAA, with DARPA, DoD (ARO), NASA, NIST, FDA

Additional 2006 and 2007 Activities by Agency

NSF: Fundamental research in distributed, real-time, and embedded systems; operating systems; hybrid discrete
and continuous control systems; formal methods for composition and verification; rigorous model s of
computation; compositional software methods; critical infrastructure component of Cyber Trust

DoD (AFRL): Technology for affordable, safe software; certification technol ogies for advanced flight-critical
systems project; high-confidence design of distributed, embedded systems; advacate high-assurance s